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§ Scientific solutions addressing national priorities: Energy and 
climate, resilience, the environment, health, security, and the 
economy

§ Discovery Science

§ Unique scientific capabilities and facilities
o National user facilities
o Advanced instrumentation

§ Managed, large research teams, including many deep 
collaborations with other DOE Labs

§ Important technologies of strategic national interest with long, 
difficult R&D paths

§ Response to national emergencies

§ A diverse group of highly trained, creative individuals committed 
to working together in teams on these grand national challenges

What does the Nation Need from Berkeley Lab?
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Our User Facilities have national impact.

The leading research network connecting  DOE labs 
and experiments. 1,140 Peta-bytes/yr. in FY21

Expertise and instruments for nanoscale science, 
QIS, and electron microscopy  FY21 Users: 1,670

Bright x-ray beams and leading instruments for chemistry, 
materials, biology, and more. FY21 Users: 1,149

The user facilities are collaboration centers, providing the tools and the expertise needed 
by a diverse research community to address the grand national challenges.

Integrative and collaborative genome science 
FY21 Users: 2,180HPC for all DOE science: simulation, data analytics, 

and machine learning. FY21 Users: 9,183



Strategic Priorities to Shape the Future of the Laboratory

ACCELERATING DECARBONIZATION: A strategic priority that draws on all of the capabilities across the Laboratory
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We use LDRD to develop new capabilities.
This year we selected three multi-area approaches to accelerating discovery.
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Accelerating Scientific Discovery Through AI, Applied Math and Data

Data Resources 

Interdisciplinary teams of domain scientists working with Computing/Data researchers throughout the Lab
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Quantum Information Science and Technology

§ The Quantum Ecosystem
§ Quantum Systems Accelerator

§ Quantum Hardware
§ Advanced Quantum Testbed
§ AI-enabled Control for Enhancing Quantum 

Transduction

§ Quantum Materials
§ Quantum Coherence EFRC
§ Molecular Foundry QIS
§ Quantum Materials Program
§ ALS Quantum Materials Research & Discovery
§ Superconducting Structures

§ Quantum Communications and Networks
§ QUANT-NET

This lab-wide emerging capability enables fundamental advances for all SC Program Offices:

§ Quantum Software and Protocols
§ Advancing Integrated Development 

Environments for Quantum Computing
§ NERSC QIS Program
§ Berkeley Quantum Synthesis Toolkit

§ Advancing Science with Quantum
§ QuantISED Quest Program for HEP
§ Adiabatic Quantum Computing for NP
§ Qubit synthesis far from equilibrium FES
§ Earth Quantum Lab

§ Training the Quantum Workforce
§ QIS Internships
§ QuantumCAMP



Thank you to NERSC Users

Jean Sexton 
… instrumental in 
debugging UVM 
(Unified Virtual 
Memory) issues during 
the Perlmutter Phase 1 
deployment, and 
during the integration 
of Phase 2

Noel Keen
… instrumental in 
debugging network 
issues during the 
integration of 
Perlmutter Phase 2, 
and in early of testing 
Phase 2.

Derek Mendez
… instrumental in 
debugging mpi4py 
issues, helping to 
prepare Perlmutter for 
many data-oriented HPC 
workloads



Thank You


